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eid.heba@gmail.com, heba. fathy@azhar.edu.eg 
 

Abstract 
One of the most difficult challenges in pattern recognition is data attribute selection process. Attribute 

selection played a critical role in dealing with high-dimensional problems and can be modeled as an 

optimization problem. Gery Wolf optimization algorithm is a recent swarm based algorithm, which is 

competitive to other bio-inspired algorithms. In this paper, a grey wolf optimizer is proposed as a wrapper 

attribute selection method. A V-shaped transfer function is employ to map a continuous search space to a 

discrete binary search space. Experimental results on eight UCI datasets shows the ability of the novel wrapper 

attribute selection algorithm in selecting the most informative attributes for classification tasks when compared 

to three well-known bio-inspired algorithms. 
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1. INTRODUCTION 

Attribute selection is a critical procedure in 

data mining and pattern recognition, which 

contributes towards boosting the performance 

of a classification model. For large-scale 

datasets, large number of attributes may contain 

a lot of redundacy [1]. Therefor, attribute 

selection plays a pivotal role to increase the 

accuracy of the classification models as well as 

the learning speed. 

Optimization literally means finding the 

best possible solution. To solve real world 

problems, optimization require enormous 

computational efforts, which tend to fail as the 

problem size increases. Swarm-based algorithm 

refers to the implementation of collective 

groups of agents that simulate the behavior of 

real world swarm. For which, the collection of 

agents interact locally with each other as well 

as with their environment. This motivate for 

employing swarm-based algorithms which 

show higher computational efficiency in 

avoiding local minima for attribute selection 

problems [2–5]. Also, the adaptability and self-

learning capability of the swarm based 

algorithms attracted several real world 

application areas [6 ,7 ]. For instance, there are 

attribute selection methods based on bees [8], 

ants [9], partical swarm optimizatin [10], fishes 

[11], bats [12] and whale optimization [13]. 

Grey Wolf Optimizer (GWO) is a recent 

swarm optimization algorithm proposed by 

Mirjalili [14]. The GWO mimics the social 

leadership hierarchy and hunting mechanism of 

grey wolves swarms in nature. The GWO has 

been successfully employed for solving 

attribute selection problems [15]. 

However, a transfer function is an important 

part in the binary versions of the optimization. 

For which, it significantly impacts the balance 

between exploration and exploitation and the 

local optima avoidance. In this paper, a V-

shaped transfer function is applied to the GWO 

algorithm to map a continuous search space to a 

discrete search space. The proposed V-GWO 

algorithm is employed for solving attribute 

selection problems. The proposed V-GWO 

attribute selection algorithm is tested on eight 

UCI datasets. Experimental results demonstrate 

the efficiency and superiors of the proposed 

algorithms in most cases. 

The rest of this paper is organized as 

follows: Section 2 briefly overviews the 

mathematical concepts of Grey Wolf optimizer. 
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While Section 3 presents the details of the 

proposed V-shaped GWO algorithm (V-GWO). 

Section 4, discusses the proposed V-GWO 

based attribute selection method. 

Experimentation design, results and 

comparative analysis occupy the remainder of 

the paper in Section. Finally, Section  

6 summarizes the main findings of this 

study. 

2  GREY WOLF OPTIMIZER (GWO) 

Grey Wolf Optimizer (GWO) is a bio-

inspired optimization algorithm; inspired by the 

grey wolves swarm [14]. It mimics the social 

leadership hierarchy and hunting mechanism of 

grey wolves swarms in nature. The population 

in GWO algorithm is divided into four types: 

alpha α, beta β, delta δ and omega ω. For 

which, the formal three types guide the final 

type toward the optimum areas in the search 

space. 

During optimization process, the wolves 

update their positions according to: 

    (1) 

 (2) 

where, t indicates the current iteration,  and 

 are coefficient vectors ,  is the position 

vector of the prey, and  is the position vector 

of a grey wolf. 

The coefficient vectors  and  are 

calculated by:  

 (3) 

 (4) 

where, a decreased linearly from 2 to 0, and r1, 

r2 are random vectors in the range [0,1]. 

During GW optimization, α, β and δ are 

assumed to be the first three best solutions 

respectively. While, ω update their positions 

with respect to α, β and δ, as follows:  

 (5) 

where, 

 (6) 

 (7) 

 (8) 

and D is  the behavior of grey wolves 

encircling the prey:  

 (9) 

XXCD   .2  (10) 

 (11) 

3  PROPOSED V-SHAPE GREY WOLF 

OPTIMIZATION (V-GWO) 

In the gery wolf optimization, the search 

agents continuously update their positions to 

whatever point in the search space; according 

to the best search agent obtained so far. In this 

paper, a binary version of the grey wolf 

optimization is proposed to suit the attribute 

selection and dimensionality reduction 

problems. For which, the continues to binary 

conversion is performed by applying a V-

shaped transfer function. The V-shaped transfer 

function adopted is given by equation 12. The 

V-shaped transfer function define the 

probability of changing position vector’s 

elements from “0” to “1” and vice versa, figure 

1. Consequently, the V-shaped transfer function 

restricting the search agents to move in a binary 

space at any given iteration. For the proposed 

V-GWO, the search agents update their 

positions according to equation Error! 

Reference source not found.. 

 (12) 
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Algorithm 1shows the flow of the proposed V-GWO attribute selection: 

 

 

Where is the agent position in dimension 

d at iteration t 

 
Figure 1: V-shaped transfer function 

4  V-SHAPED GWO BASED ATTRIBUTE 

SELECTION 

For attribute selection problems, a solution 

is limited to the binary space {0,1} and is 

represented as an N-sized binary vector, where 

N is the total number of attributes in a dataset. 

Subsequently, the proposed V-GWO is an 

appropriate algorithm for attribute selection 

problems. Since, the wolves position is 

represented by binary vectors; either "1" 

indicates the corresponding attribute is selected 

or "0" indicates the non selection of the 

attribute. 

Attribute selection algorithm has two main 

criteria; maximizing the classification accuracy 

and minimizing the number of attributes. The 

V-GWO is used to adaptively search for the 

best attribute subset, which considers these two 

criteria. The fitness function adopted in the 

proposed V-GWO to evaluate each individual 

wolf positions is modeled in: 

||
)1(

S

S
ERFitness



       (14) 

where  is the classification error rate of 

the selected attribute, S
*
 is the number of 

selected attributes and S is the total number 

of attributes. α and (1−α) represent the 

relative importance of the classification 

accuracy and the number of selected 

attributes, α (0.5,1]. 

 

5   EXPERIMENTAL DESIGN AND 

RESULTS  
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The initial controlling parameters of the 

optimization algorithm GWO, PSO and GA are 

listed in Table 1.  

Table 1: Initial Parameters setting for 

Experiments. 

 Algorithm Parameter Value 

 GWO No of iterations 70 

 Population size 5 

 PSO Cognitive constant C1 0.8 

 Social constant C2 0.8 

 Inertia constant w 1.2 

 No of iterations 150 

 Population size 100 

 GA Crossover probability 0.9 

 Mutation probability 0.1 

 Selection mechanism Roulette 

wheel 

 ACO Information heuristic factor α 1.0 

 Expectation heuristic factor β 2.0 

 Number of ants 10 

5.1   Datasets Description 

Eight datasets from the UCI machine 

learning repository [16] were chosen to 

evaluate the performance of the proposed V-

GWO algorithm; as given in Table2. The 8 

datasets were chosen to have various numbers 

of attributes, classes and instances. 

Table 2:  Datasets description 

 Dataset Attributes 

no. 

Instances 

no. 

Classes 

no. 

 Australian 14 690 2 

German Credit 24 1000 2 

Sonar 60 208 2 

Zoo 17 101 7 

Diabetic 19 1151 2 

Heart Disease 13 270 2 

Segment 19 2310 7 

Liver Disorders 6 345 2 

5.2   Evaluation Criteria 

The K-nearest neighbour (KNN) [17] was 

used in the experiments where K is set to 5 

(5NN). During the training phase, the KNN 

classification error rate used in the fitness 

function is calculated using 10-fold cross-

validation to evaluate the performance of each 

single attributes subset. For which, the training 

set is used to evaluate the KNN on the 

validation set throughout the optimization. 

Then, the selected attributes are evaluated on 

the test set to obtain the final evaluation of the 

selected attributes. 

5.3  Results and Analysis of The Proposed V-

GWO 

To evaluate the performance of the 

proposed V-GWO attribute selection algorithm, 

8 datasets instances are randomly divided into a 

cross validation manner to three sets: training, 

validation and test sets. Table 3 represents the 

experimental results of the proposed V-GWO 

based attribute selection method on the unseen 

test sets. According to table 3, it can be seen 

that the F-measure of the attribute subsets 

selected by V-GWO is significantly better than 

using the full attributes. As well as, the number 

of attributes selected by V-GWO is about half 

of the total number of original attributes; or less 

than half of the total number of attributes, as for 

australian and heart disease dataset. 

Table 3:  Comparison Results of V-GWO attribute 

selection Algorithm on different Datasets 

 All  BWO  

Dataset Attributes 

no. 

F-

measure 

Attributes 

no. 

F-measure 

Australian 14 84.34% 6 87.68% 

German Credit 24 71.40% 15 80.2% 

Sonar 60 83.65% 37 88.94% 

Zoo 17 94.05% 9 95.88% 

Diabetic 19 61.59% 11 79.41% 

Heart Disease 13 78.88% 4 85.18% 

Segment 19 95.36% 10 97.27% 

Liver 

Disorders 

6 56.23% 3 85.92% 
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Table 4:  Performance Results of V-GWO, GA , PSO and ACO attribute Selection algorithm on different 

Datasets 

 Dataset  V-GWO GA PSO ACO 

Australian Av_Acc 0.85319 0.8289 0.8246 0.8390 

 Std 0.0001 0.0228 0.0731 0.0240 

 Best_Acc 0.94783 0.8553 0.8744 0.8530 

German Credit Av_Acc 0.7219 0.7133 0.6889 0.7081 

 Std 0.0098 0.0200 0.0207 0.0168 

 Best_Acc 0.8020 0.7451 0.7333 0.7240 

Sonar Av_Acc 0.9542 0.7540 0.7857 0.8130 

 Std 0.0012 0.0691 0.0346 0.0255 

 Best_Acc 0.9931 0.8720 0.8571 0.8751 

Zoo Av_Acc 0.94118 0.8550 0.9512 0.9406 

 Std 0.0001 0.0690 0.0646 0.0324 

 Best_Acc 0.9767 0.9601 0.9714 0.9730 

Diabetic Av_Acc 0.7556 0.7504 0.6931 0.6451 

 Std 0.0041 0.0169 0.0347 0.0394 

 Best_Acc 0.78125  0.7748 0.6897 0.6681 

Heart Disease Av_Acc 0.8667 0.7801 0.7700 0.8260 

 Std 0.0007 0.0210 0.0360 0.0240 

 Best_Acc 0.9185 0.9102 0.9059 0.8871 

Segment Av_Acc 0.9407 0.9150  0.9431 0.9152 

 Std 0.0008 0.0177 0.0147 0.0167 

 Best_Acc 0.9688 0.9515 0.9521 0.9462 

Liver Disorders Av_Acc 0.6879 0.6780 0.7030 0.6120 

 Std 0.0012 0.0524 0.1263 0.0460 

 Best_Acc 0.7052 0.7373 0.7573 0.6551 

 

 
Figure 2: Attributes numbers Comparison Results of 

V-GWO Algorithm on different Datasets  

5.4   Comparative Analysis  

To examine the overall performance of the 

proposed V-GWO attribute selection method, it 

is compared with other standard optimization 

algorithms; such as genetic algorithm (GA), 

particle swarm optimization (PSO) and ant 

colony optimization (ACO). Table 4 reports the 

statistical evaluation for 30 independent runs, 

and for each run the classification accuracy; 

best accuracy (Best_Acc), average accuracy 

(Av_Acc); as well as the standard deviation 

(Std) on the eight datasets are recorded. 

As shown in table 4, the V-GWO 

outperforms all GA, PSO and ACO attribute 

selection algorithm for the average accuracy on 

all datasets, except for the segment and liver 

disorders dataset. Meanwhile, in almost all 

cases, the standard deviation values of the 

proposed V-GWO is smaller than that of GA, 

PSO and ACO, which indicates the stability of 

the V-GWO attribute selection algorithm 

compared to the others optimizers. 
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Figure 3: SVM Comparison Results of V-GWO 

Algorithm on different Datasets  
 

 

Figure 4: J48 Comparison Results of V-GWO 

Algorithm on different Datasets  

 

Figure 5: NB Comparison Results of V-GWO 

Algorithm on different Datasets  

 

6  CONCLUSION 

This paper proposed a bio-inspired 

algorithms named V-GWO based on grey wolf 

optimization for solving attribute selection 

problems. In the proposed V-GWO, a V-shaped 

transfer function is adopted to map a 

continuous search space to a binary search 

space. Eight UCI datasets were employed to 

verify the performance of the proposed V-

GWO algorithm. Experimental results 

illustrates that the proposed V-GWO 

algorithms provide highly competitive results 

when tested using SVM, NB and J48 

classifiers. Moreover, comparative results on 

the eight UCI datasets reveals that the proposed 

V-GWO is able to out perform three state-of-

the-art attribute selection algorithms; PSO, GA 

and ACO. 
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  Vالذئب الرمادى باعتماد داله نقل  استمثال

 البيانات و التصنيف لتخفيض بعد

 

 هبه فتحى عيد

كليه العلوم )بنات(  –مدرس علوم الحاسب 

 جامعه الازهر –
 

 

خوارزميهه معتدهدع علهى ح ااقترفى هذا البحث تم 

grey wolf optimization   الخوارزميههه ,

وتستخدم فى تخفيض   V-GWO تدعى ةالدقترح

بعههد البياتههات عهه  خريهه  اختيههار الدو ههفات  ات 

 V-transfer اعتدها  بياتهات   حيهث تهم الصهله لل

function   لنقههم مسههاحه البحههث الدسههتدرع الههى

مساحه بحث ثنائيه ملائدهه لدسهائم تخفهيض ابعها  

تهههم اسهههتخدام ثدهههات  م دوعهههات البياتهههات  و قهههد 

للتحقه    UCI مختلفه م  قاعهدع البياتهات  بياتات

  V-GWO    هالدقترحهه الخوارزميههة مهه  ا ا 

علهى تتهائج  هاالت ريبية حصهولالنتائج  توضحاو

ثهههلا  تنافسهههية للةايهههة عنهههد اختبارهههها باسهههتخدام 

كدا تم تعضيد  , J48 و NB و SVM مصنفات 

فعاليهههههههه الخوارزميهههههههه الدقترحهههههههه بدقارتتهههههههها 

 , PSO, GAبخوارزميهات تخفهيض البياتهات 

ACO   
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